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New York State Department of Labor (NYSDOL) has embarked on the Business and IT transformation of the Unemployment Insurance Application. The initiative called the UI System Modernization is a major transformation initiative of the Department. The Department would like to adopt modern software development processes and best practices during the development and release of the solution.

The focus of this document is to provide a strategy for the Data Migration from the legacy system to the new Unemployment Insurance system. 

Data reflects the processing state of a business function or business process. At a high level Data Migration is the movement of data or function(s) from a source environment to a target with the intention of sun-setting the original source.

The document will summarize a Reference Architecture for Data Migration for the UI System Modernization using Industry practices as reference. The solution architecture for the various components can then be conceptualized. 
[bookmark: _Toc291629267][bookmark: _Toc306338844]Purpose

The purpose of this document is to define and document data migration considerations and strategies to support the modernization of legacy Unemployment Insurance applications to the new platform at NYSDOL.

This will serve the following purposes:

· Aid the further development of data architecture and capabilities needed to support data migration.

· Help identify and plan for both the data and the processes that need to be in place to successfully migrate/load and accept the data required by the business to run the solution in a production environment in the new target system. 

A high-level data migration roadmap can then be developed from a data perspective based on an understanding of the various components required, their interdependencies, components that are already available and components that need to be built.  

Various initiatives or individual projects can then be planned and executed to achieve a successful data migration from the legacy system to the new target system.

[bookmark: _Toc291629268][bookmark: _Toc306338845]Impact of Not Having This Work Product

By carefully exploring a Data Migration Strategy as part of the modernization effort, the Department can assess the effort involved and plan for the same in a timely manner. The Department can avoid mistakes and inefficiencies by understanding and analyzing various issues such as:
 
· Do I have the data to support functionality in the modernized environment?  
· How do master, transactional, operational, analytical, etc. types of data move to the new environment and properly support the business in the new environment? 
· Can functionality be guaranteed by accessing data in the new environment? ( i.e. running reports in the new environment and finding performance issues)
· Is there enough data confidence in the new environment?

Overall, a lack of focus at the strategic level will hamper the ease of quickly and efficiently implementing a Data Migration effort which is aligned with the goals for the modernized environment.
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This document uses a combination of narrative, figures, and tables. No special notations are used. 
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The following approach will be followed in developing this work product:

First, using industry standards, this document will detail in Section 3, a Data Migration Reference Architecture. Section 8 also covers management aspects of migration. Some of the management includes the methodology and typical deliverables. Section 8 assumes that migration is not just a technical exercise but also a carefully orchestrated program and process management exercise. 

The work product then details out the various components that play a part in Data Migration and the key activities relating to them. 
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Figure 1 depicts a typical Data Migration Reference Architecture that the NYSDOL can use as a starting point to analyze various aspects of the Data Migration effort. 

A Reference Architecture is used in the early stages of a solution initiative to help understand the various sub-sections or components of a solution set for a problem domain and thereby understand the division of functionality and the data flow between the various pieces. A Reference Architecture is then used by solution architectures to describe the design of the solution in terms of various components, their roles and responsibilities and their interactions. A Reference Architecture is also mapped onto software and hardware components that will co-operate to implement the desired functionality.

A Data Migration Reference Architecture lays out an approach when moving data / functionality from a source system to a target system with the intention of sun-setting the source. In the case of a data migration effort the main idea behind this is to chart the path of data from source to target in a series of steps overlaid with the requisite architecture considerations.  A Data Migration Reference Architecture can help define the end-to-end architecture of the Data Migration solution for the Unemployment Insurance System Modernization initiative at NYSDOL.  The typical Data Migration Reference Architecture depicted in 


Figure 1 can be used as a starting point by NYSDOL to analyze the various sub-sections of the desired solution, the various decisions that need to be made with regard to choice of solutions and to help plan the overall duration, phases, tasks and activities of the migration effort. A data migration solution is realized from the Reference Architecture using a combination of tooling, services, processes and manual steps as appropriate. 

Various sections of this document describe the concepts outlined in the typical Data Migration Reference Architecture in more detail and provide for further analysis and planning of the data migration effort.
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Figure 1: Typical High Level Data Migration Reference Architecture
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The following tables describes the various components from the Reference Architecture, the related activities or responsibilities and the entrance and exit criteria for when the components play a part. 

Table 1: Reference Architecture Components – Key Activities

	Component Name
	Description
	Key Activities
	Entrance Criteria
	Exit Criteria

	1. DData Initial Staging (Source) 
	This step involves the preparation of the source system(s) for data extraction. This involves any data integration, downtime, etc. for the extraction, source transformation (automated or manual), etc. of the data onto an agreed upon medium (file, db, etc.). Data should be extracted as-is onto the “staging” area and then profiled there. 
	“Freezing” of physical structure(s)
	Source(s) identified
	Source(s) and staging structure(s) are defined and agreed upon

	2. 
	
	Creating integration components for data migration purposes
	Source(s) and staging structure(s) are defined and agreed upon. Open systems schema to hold extracted data is defined and agreed upon.
	Input, output and transformation identified and agreed upon

	3. 
	
	Staging of data. Extract source data into open systems schema.
	Input, output and transformation if any are identified and agreed upon
	Local staging is populated 

	4. 
	
	Executing and analyzing reports about the key activities. 
	Local staging of the source system(s) are properly populated with agreed upon data and associated standards
	Analysis of reports with required sign-offs






	5. DData Quality
	This step involves profiling the source data to understand data quality and cleansing needs assuming that the data source(s) are identified. During this step, the initial data lineage should be defined. During this component, cleansing (manual and/or automated) may occur based on defined data quality, lineage and rules.
	Profiling of data based on Identified Source(s)
	Functionality and Data identified
	Confirmation from owners (business and IT)

	6. 
	
	Extracting data with defined data quality
	Business and IT data requirements identified
	Confirmation from stakeholders on the DQ requirements

	7. 
	
	Discovering Data Lineage based on Profiled Data
	Stakeholders (business and IT) identified
	Lineage confirmed

	
	
	Creating data quality based on rules, standards and business use case(s)
	Routines understood
	Rules are created based on routines

	
	
	Cleansing of data based on rules, standards and business use case(s)
	Sources identified
	Cleanse routines are understood

	
	
	Automating Quality Rules
	Cleansing routines are understood.
	Automatic identification of data within and outside data quality threshold are created 

	8. DData Transformation
	This step involves the actual transformation of the extracted data from the source(s).
	Filtering and analyzing of the transformed data 
	Data is staged data associated with the appropriate data quality standards 
	Data within and outside defined data quality threshold identified

	9. 
	
	Executing and analyzing the quality of the transformed data
	Data outside the DQ threshold is filtered
	Data quality reports analyzed with required sign-offs

	10. 
	
	Executing and analyzing of exception reports of the transformed data
	Data quality reports are executed
	Data outside data quality threshold analyzed and correlated

	11. DData Clean Staging
	This step involves the actual movement of the transformed data into an agreed upon medium. Tooling such as ETL or DB Data Native Services is considered for the bulk movement of data. 
	Creating and developing the inclusion rules as part of the movement of the data
	Analysis of data within and outside data quality threshold is executed
	Inclusion rules developed for automation or manual intervention

	12. 
	
	Populating the agreed upon staging areas with agreed upon data set as part of the movement of data
	Rules are executed
	Data for the target system(s) are staged

	13. 
	
	Identifying and analyzing excluded data as part of the movement of the data
	Data is staged 
	Rules and metrics for excluded data are created and agreed upon 

	14. 
	
	Auditing the staging area as the data is being moved
	Rules and Metrics for exclusion are agreed upon
	Inclusion and exclusion rules are validated

	15. 
	
	Identifying and analyzing the rejected data during the data movement
	Reject rules are validated and agreed upon
	Rejected data are identified 

	16. 
	
	Creating and disseminating status reports on the staged data as part of the data movement
	List of rejections and reason codes is created
	Rejection list is validated 

	17. 
	
	Creating and disseminating of the reports based on the data movement
	All rules are executed
	Metrics and reports are signed off

	18. 
DData Load Ready Publish
	This step involves the movement of the data to the identified medium (file(s) or db(s)) for the target(s) to leverage.
	Identifying and creating of loading services
	Data quality is understood 
	Loading services are executed 

	19. 
	
	Identifying and creating of rollback services
	Results from the loading services are  executed
	Rollback is successfully executed if needed

	20. DData Load Publish (Target)
	This step involves the target’s responsibilities to prepare for the actual intake of the data from step 5 and then the loading into the target database system. 
	Executing backup procedures
	Loading services are executed
	Back up data before actual commits of the load

	21. 
	
	Creating, evangelizing and disseminating of metrics
	Data committed to target(s)
	Metrics obtained and validated

	22. 
	
	Creating, evangelizing and disseminating acceptance criteria
	Metrics are published
	Acceptance criteria created and agreed upon




	23. DData Migration Maintenance
	This is the step to maintain operational plans as well as lessons learned. The maintenance step is important especially if there are needs for periodic or policy driven migrations.
	Creating, evangelizing, and disseminating operational plans
	Acceptance of the migration
	Operational plans are validated and agreed for situations where there migration frequency is periodic or policy driven

	24. 
	
	Creating, evangelizing, and disseminating of disaster recovery (DR) service level agreement SLAs) plans and procedures
	Operational Plans Created
	Disaster recovery SLA are agreed upon for situations where there are periodic or policy driven migrations.

	25. 
	
	Creating, evangelizing, and disseminating of archive service level agreements (SLAs) plans and procedures 
	Operational Plans Created
	Retention and archival of the migrated staging, meta, source, and target data are validated and agreed upon.

	26. 
	
	Creating, evangelizing, and disseminating of backout SLAs plans and procedures 
	Operational Plans Created
	Backout procedures are agreed for migration efforts if needed
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Figure 2: Data Initial Staging (Source) component

The initial staging component provides a landing ground for the extraction of source(s) from the legacy systems. The landing area or local staging of the source(s) may be of different medium (table, file, etc.). The following is a table describing the key activities, associated functional capabilities and key benefits.
[bookmark: _Toc291629350]

Table 2: Initial Staging Component

	[bookmark: _Hlk290968841]Activity
	Functional Capabilities
	Key Benefits

	Selection criteria
	· Selection criteria may be applied as part of the extraction process. 
· Selection criteria may also be driven by the migration process using a separate data analysis process. This method is more complex and involves more steps, however.
	· The local staging area can provide a place for the actual profiling of source(s) and subsequent cleansing activities. The local staging area allows business, IT and operations to analyse results with minimal impacts to the actual source(s) data as well as downstream components.

	System A…N
	· The activity involves the different source(s) to provision in-scope data. The provisioning can be either:
· Extraction of data from the system
· Allowing an ETL/integration component to extract the data directly from the database. This is not the norm, however, due to the need to maintain separation of concerns.
· Data can be provided from core and non-core Legacy System databases or from other sources, such as spreadsheets and other files. As long as there is some structure, the data can be processed by the data migration components.
· Data files are typically provided in the following way:
· Data file containing the raw data for a particular table or subject area
· Control file paired with the data file to indicate data file name, count of records and indicate that transmission to the migration platform has completed.
· For large volumes of data, data compression may need to be considered before transmission
· The activity provides data for source profiling. Usually it is a full dump of in-scope data.
· The activity provides data for migration(s).
· Oftentimes, the source(s) may need to modify their system to include a migration status, if the migration is to be performed as a phased migration, so that the migration status can be clearly seen by business users, in order to change business processes.
· Owners of the source system(s) may need to provide subject matter experts to assist with understanding of the source system data model and associated data mapping.
	· Usually, source(s) can provide the insight and expertise of the in-scope data for migration. Their participation is crucial with regards to data quality, data lineage and the standards and rules around the in-scope data.

	External Data
	· The External Data component addresses possible data sets outside NYSDOL’s influence. Special consideration should be given to the security and access control for these external data.
	· This activity allows for the proper treatment of external data. By logically separating the external systems from the internal ones, this activity offers more flexibility to deal with external data. In most migrations, external data does require special considerations.

	Extract Data from Source(s)
	· Data extraction is the process of obtaining full data extracts from the source systems. 
· The full data extracts needs to come from the source system(s). If possible, these extracts can be re-used from existing down-stream reporting extracts.
· The extraction process needs to be able to transmit these extracts to a staging area upon an agreed medium.
· Alternatively, ETL or other integration tools can be used to retrieve the required data, directly from the source system databases for processing. This is not the norm, however, due to the need to maintain separation of concerns.
	· The movement of data from source(s) based on quality standards and rules are crucial to actual data migration.
· The movement of source(s) data may be automated or manual. 




	Status Updates
	· This activity processes status updates sent by the migration process, in order to update the migration status of items that have been successfully migrated or unsuccessfully migrated.
	· By allocating resources to coordinate and interpret the statuses, redundant activities may be eliminated and proper communication between stakeholders and systems may be achieved.



[bookmark: _Toc306338851]
Data Quality
[image: ]























Figure 3: Data Quality component


The key responsibility of the Data Quality component is to engage the analysis of the source’s data for quality issues as part of the Profile Data activity. Data that is in-scope for data migration should be analysed. The analysis reports are then disseminated to all stakeholders for review as a part of the migration process. A Data Quality forum is usually setup for stakeholders to review these analysis reports and make recommendations as to their resolution. Bad data quality can usually be corrected either in an automated or manual manner. Potentially, data corrections may be both an automated and manual one. 

The following table lists the activities and benefits of the activities for the Data Extract and Quality component of the Migration Reference Architecture.
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Table 3: Data Extract and Quality Component

	Activity
	Functional Capabilities
	Key Benefits

	Profile Data
	· Profiling data is the analysis for data quality issues. Data that is in-scope for data migration should be analysed for potential data issues. There are tools that can perform column analysis on fields to show values that may be a problem to the data migration process or to the target system. Usage of such tools can be combined with manual methods where appropriate to achieve a successful outcome for this activity. 
	· The profiling allows for data visibility through the systems. The visibility allows business, IT, and operations to understand source(s), system of records and data characteristics.
· The analysis of the data through profiling allows business, IT, and operations to agree upon data quality standards and possible rules for checking the data before processing. 

	Data Quality Reports
	· Data Quality reports can be produced to summarise the fields and their associated values that are likely to be a problem during the extraction of the source(s). 

	· Reports will allow a structured approach to the extraction analysis and profiling activities.
· Reports allow for different dissection and slices of data comparisons and queries.

	Manual Cleansing
	· Manual cleansing is the correction of source system data based on agreed upon data qualities. This may be done through business users going into the front-end system to correct the data OR through the associated IT SME(s) applying SQL in the source system to correct the data. 
· Note ** Data should be corrected only if there are no legal implications of doing so otherwise the data needs to be loaded as-is. Opinions from subject matter experts needs to be obtained before any data corrections are undertaken. Also, it is preferable to correct data through application front-end in comparison to an IT SME apply SQL to the source systems.
	· Manual process may be warranted to confirm and create quality and cleansing rules based on extracted source(s) data. These rules need proper documentation and discussions.

	Automated Quality Rules
	· The activity involves the building of automated quality rules to identify bad data and transform it to a correct value for the target system.
	· The automation of quality rules is the most desirable. These rules need to be confirmed and created jointly between IT and business Subject Matter Experts (SMEs).
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Figure 4: Data Transformation component


The following is a table listing the key activities, capabilities and benefits for the Data Transformation Component (DTC) for Data Migration. 
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Table 4: Data Transformation Component

	Activity
	Functional Capabilities
	Key Benefits

	A  DTC  A’
This process could be repeated for other sources(s)
as many times as required as represented by B…N. 
	· This activity is the actual build and execution of the transformation services using data transformation components (DTC) that move data from a source A to a temporary target environment/format A’. This repeats for as many systems that may require transformation.
· The transformations may be built using ETL or other integration tools dealing with the bulk movement of data. 
· Transformation jobs are built in ETL or other integration tools with many powerful built-in functions available to the developer.
· Vertical and Horizontal filtering. A data filter delivers only the needed data. Horizontal filters filter rows of data. A Horizontal filter is used to select a subset of rows from a table. Vertical filters filter columns of data. A Vertical filer is used to select a subset of columns from a table. This is the filtering where vertically data is processed within its own data domain while horizontal filtering occurs when data needs to be processed outside its data domain.
· Data Translation look-ups to possibly a central metadata repository showing quality
· Data Derivations that could leverage a central metadata repository reflecting data lineage
· Data Joins
· Data Splits
· Temporary intermediate data is used to capture the outputs of the transformations either through staging or in memory based on the tooling and/or performance requirements
· Debugging and tracing are leveraged as part of metadata to understand lineage
· Operational metadata is captured in a Metadata repository (preferably in a central repository)
· Existing Job control framework asset can be re-used with the possibility of new ones that may be built.
	· This allows the building of source and target metadata and associated mappings.

	E  DTC  E’
	· This functional capability is very similar if not the same as above. The only difference is that this functional capability deals with external data. Careful consideration such as security and access control become important.
	· The logical separation of external data from others allows special consideration to external data. In most migrations, external data does require special consideration especially with regards to security, access controls, and SLAs.
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Figure 5: Data Clean Staging component


The following is a table listing key activities, capabilities and benefits for the clean staging component of the Migration Reference Architecture.
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	Activity
	Functional Capabilities
	Key Benefits

	Extraction Request
	· The extraction request activity process can be built to drive the extraction process out of the source systems. This is optional. 
	· It is important to be able to request extractions on a periodic or ad-hoc basis. The automation of the request may increase efficiencies through repeatable procedures.

	Inclusion Rules
	· Inclusion rules are used to override the extract selection process and only request certain data to be extracted (e.g. specific accounts or services). The rules are normally driven from a reference file, which can be supplied by the business. This is used for a pilot migration to ensure only specific internal accounts or business friendly accounts are used as part of the pilot, in order to minimise risk.
	· A central repository for inclusion rules during migrations is important for possible automation as well as properly communicating expectations to stakeholders.

	Keys
	· New primary keys may need to be generated by the transformation process, in order to populate the target data model. The transformation process may generate the surrogate keys by combining or manipulating the natural keys from of the source(s). This is optional, depending on the loading technique. In some cases, the loading components will generate the primary keys and/or rebuild the indexes.
	· This activity allows the creation of surrogate keys during data joins from possibly multiple systems. The surrogate keying is important in order to preserve data lineage. The preservation of lineage could be done through keying and metadata.

	Exclusion
	· Exclusion rules are used to eliminate certain data from the migration run (e.g. specific accounts or services). This is normally driven from a reference file. This is used to exclude problem records, which may have quality issues or records that may be business sensitive and need to only be migrated when the business are ready.
	· A central location for storing all exclusion rules is important for better communication and possibly automation.

	Data Staging
	· The target data, output from the transformation, is held in a staging database
	· This activity allows work and analysis to be done with minimum impact to both source(s) and target(s)

	Audits
	· An Audit database is kept to keep track of what records were processed and their migration status (e.g. successful or in error), error details and key identifiers.
	· Audits become important to give confidence to stakeholders during migrations.

	Rejects
	· A separate rejects database is kept to hold records that had errors during the migration process.
	· A central repository of rejects allows thorough analysis and communication of potential migrated data.

	Audit Reports
	· Audit reports are produced from the audit database to summarise the numbers of records processed, those successfully migrated, and those in error and to ensure all records are accounted for.
	· Audit reports allow proper communication and expectation setting with stakeholders. Thorough audit reports increases confidence about migrated data.

	Status Files
	· Status files are generated from the migration process to be sent to the source systems, in order for source system migration status’ to be updated.
	· Status files are useful for proper coordination to minimize redundancies or missteps. The automation for processing of status files may also increase process coordination efficiencies.

	DTC
	· Further transformation components to populate the target data model, using the transformed source fields.
	· The logical isolation of the cleaning logic inside these data transformation components (DTC) allows separation of concerns as well as possible reuse.
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Figure 6: Data Load Ready Publish component


The following is a table listing key activities, capabilities and benefits for the Data Load Ready Publish component for the Migration Reference Architecture.

[bookmark: _Toc291629353]
Table 6: Data Load Ready Publish Component

	Activity
	Functional Capabilities
	Key Benefits

	DTC
	· [bookmark: OLE_LINK18][bookmark: OLE_LINK19]Minor data transformation may occur as part of this DTC activity. In some cases, data may need to be manipulated to conform to the format required by the Loading services, in the loading component, rather than the transformation component. However, this should be the exception, as it is better to have all transformation rules in the one place.
· Data Validation rules may also occur during this activity. Often the loading mechanism is performed by or under the supervision of the Subject Matter Experts (SMEs) of the target system. As a result and in order to ensure separation of concerns, separate data validation may be performed prior to data loading.
	· The isolation of the DTC for publishing and loading to target system(s) allow for possible reuse and separation of interests from other DTCs.

	Loading Services
	· Successfully transformed data is then sent to the Loading Component for loading into the Target database.
· Loading services. There are often multiple options of loading the data into the target system, which must all be evaluated.
· Data loading may be performed using database utilities. Typically this is a faster process, but requires the target system to be made unavailable, whilst the load is performed. Database referential integrity is often ‘turned off’ during this process since it enhances loading speed. Once the load is complete, new indexes are built and database referential integrity is turned back on. 
· Data loading may be performed using target application APIs. Typically this is a slower process, but does not require the target system to be made unavailable, whilst the load is performed. Usually the source system records being migrated are put into a ‘frozen’ state to prevent any changes to these records until the migration is complete. 
· ETL tools are often used as well to move bulk data. The “right” tool needs to be standardized for the Organization. 
· DB Bulk Movement Utilities may also be leveraged. These utilities could be based on replication or Change Data Capture (CDC). Again, these DB utilities are usually native to the data base.
	· The isolation of loading services allows for potential reuse and separation of interests.

	Rollback Services
	· In some cases, records that are successfully loaded by the Loading Component may later need to be ‘rolled back’ if problems are found during the Production Verification Testing. If this is the case, a partial roll-back file will need to be generated and sent to the Loading Component for ‘rollback’.
· Rollback services. Partial roll-back services may need to be built to roll-back a record that has successfully migrated, but which has been identified as a problem record during production verification testing. This component reduces the risk of a full rollback being required.
	· The separation of rollback services encourages reuse and separation of interests.

	Status Updates
	· Status files are generated from the migration process to be sent to the source systems, in order for source system migration status’ to be updated.
	· Status updates allow for the proper communication and coordination of efforts.

	Seq. 1…N
	· In the Loading process, there is often a particular sequence that the records must be inserted into the database. This sequence is normally determined by the database relationships and referential integrity. 
	· Sequencing of loading steps and rollback steps allow for preservation of quality and lineage.
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Figure 7: Data Load Publish (Target) component


In some cases interim architectures may need to be built for use during a phased migration to direct interfaces to either old or new systems, depending on the migration status. The migration status may need to be updated and held in the dependent system.

The following is a table listing the key activities, capabilities and benefits for the Load Publish component for the Migration Reference Architecture.
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Table 7: Data Load Publish Component

	Activity
	Functional Capabilities
	Key Benefits

	Dependent System
	· The dependent system shows the mapping and impacts between source(s) and target(s). This activity allows a production verification test to be performed. Once all data for the migration run is loaded into the target system, normally a production verification test is performed by business users to ensure that the data looks ok and key business functions can be performed against that data.
· This activity provides subject matter experts an understanding of the target system data model and associated data mapping.
· This activity needs to send back status files to the migration process
	· A central repository of dependencies will aid in the testing and process coordination between different actors, stakeholders, and systems.

	Target System
	· This activity performs the actual database Load. Transformed records are loaded directly into the target system database by the data loading services. These services are typically based on bulk movement of data.
	· Isolating target system(s) from other influences minimizes impacts for target(s).

	Original System
	· This activity allows a production verification test to be performed. Once all data, for the migration run, is loaded into the target system, normally a production verification test is performed by business users to ensure that the data looks ok and key business functions can be performed against that data.
· Send back status files to the migration process
	· Isolating origination system(s) from other influences minimizes impacts for the original systems.

	Backup
	· This activity performs database backup. A backup of the target system is typically done prior to the data migration loading step. 
· In some cases the target system may receive a file containing migrated records that should be rolled back, prior to making the target system available. Records may be physically or logically deleted.
· In the rare event of a systemic problem with the data migration, the target system database can be completely restored from the backup.
· Send back status files to the migration process
	· Backups allow migrations to revert to the original state in cases where migrations yield unexpected catastrophic results.
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Figure 8: Data Migration Maintenance component


The following is a table listing key activities, capabilities and benefits for the Maintenance component of the Migration reference architecture.
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Table 8: Data Migration Maintenance Component

	Activity
	Functional Capabilities
	Key Benefits

	Plan
	· Create migration plans: There may be a periodic refresh that is warranted based on the needs of the business. The maintenance is to maintain and execute these plans and feed them back up to program management for proper sequencing.
	· Plans allow for better process coordination and communication.

	DR
	· Create disaster recovery plans: There may be scenarios where data may need to be recovered under DR conditions.
	· Disaster recovery allows procedures for returning to a known state after an unexpected catastrophic migration event.

	Archive
	· Create archive and retention policies: As part of migration efforts, it is necessary to define the archive and retention policies for the migrated data as well as the intermediate data and metadata for audit and reporting needs.
· Determine the time frame for data archive retention.
· Determine what data may have legal reasons for keeping as-is.
	· Archiving allows migration to honor data retention policies as part of governance.

	Backup
	· Create Possible Backup Plans: During the migration process, there will be a need to back up sources and targets in cases where rollbacks are required.
	· Backup procedures allow for repeatable or periodic routines to preserve known good states of the data prior and after migrations.



[bookmark: _Toc306338857][bookmark: OLE_LINK1][bookmark: OLE_LINK2]

Supporting Services
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Figure 9 Data Migration Supporting Services


The Data Migration Reference Architecture depicts several supporting services which play a critical role for the Data Migration initiative. 

The following is a table listing key activities, capabilities and benefits for the Supporting Services Components of the Migration Reference Architecture.

[bookmark: _Toc291629356]
Table 9: Supporting Services Component

	Activity
	Functional Capabilities
	Key Benefits

	Job Control
	· The activity may leverage an existing Job Control Framework asset for Transformation jobs. Tooling may be adopted to manage the execution of transformation jobs. Alternatively, an external job scheduler can also be used.
· These Job Control frameworks can help with the automation of periodic migrations to do full synchronization or delta synchronizations.
	· Job controls for possible automation and orchestration of different DTC, activities, and capabilities within the Migration reference Architecture.

	Outage Window
	· Normally a data migration will need to fit within an outage window. 
· Typically, during the outage the source data being migrated is normally frozen so that the data cannot be modified until the migration is complete. This results in either a full outage for the source system or a partial outage in case the source data is being migrated in a phased manner. 
· The target system may require an outage, depending on the loading technique
· Organizations would like the outage window to be minimized so as to minimize impacts on Business activities or prevent possible business disruptions. Therefore it is important to keep the outage window as small as possible. This of course, will depend on volumes and the overall migration strategy and architecture.
	· Outage window allows migration to minimize impact to users and production activities.

	Enterprise Information Model (EIM)
	· Maintaining a separate metadata repository is useful for gathering metadata and providing one place for information regarding the source file / table formats and target table formats, which can then be utilised during the data mapping activities. This can then be leveraged as part of the development of transformation stages during data migration. Tooling in this regard can help with implementation. 
	· The EIM, especially the metadata aspects of EIM, allows for reuse and standardization for addressing data quality and lineage. Also helps cut time required for analysing various information required during migration.  

	Network Connectivity, Protocols & Middleware
	· Generally, TCP/IP and FTP or equivalent transmission protocols are used for transmission of data across the network. Consideration should be made for data compression, to speed up data transmissions.
	· Network is the medium to enable the movement of data. Leveraging existing network infrastructure reduces complexity and potentially effort levels.

	Hardware & Software Platforms
	· Extract Transform Load activities can be run on a single or multiple (grid) machine infrastructures. The approach to be used depends on specific scenarios, time window during which the requisite tasks need to be performed, the volume of data required to be processed and such other considerations. 
· Typically Toolsets are recommended for areas where significant efficiencies can be had by leveraging the automation and organization provided by the toolsets. Such areas include the following: 
· data quality analysis
· data integration, transformation development, and implementation of quality rules.
· metadata management

	· Leveraging existing hardware and software platforms where possible minimizes complexity, risks, and effort levels and improves efficiency and productivity. 

	Data Governance
	· It is important that migration efforts are conducted with appropriate Data Governance mechanisms which empower certain team members to make decisions and have responsibility for assigned areas. For example having one or more data stewards to oversee the creation and maintenance of the metadata repository provides significant advantages in providing clear and unambiguous data element definitions for the data migration initiative. Data stewards are subject matter experts in their areas and can represent their subject of expertise with authority.  
	· Providing and maintaining Data Governance provides for decision making authority to certain roles and team members which in turn provides appropriate direction when required and reduces the possibility of rework in the future to adhere to standards.



[bookmark: _Toc306338858]Data Migration Process Flows

A Data Migration initiative can be visualized and documented in terms of the following process flows: 

· An end-to-end depiction of the key steps in a Data Migration effort
· A process flow depicting cleansing activities
· A process flow depicting data validation activities
· A process flow depicting data reconciliation activities

This section provides an initial process flow diagram for each of the aspect listed above and a description. The same may be fine tuned to further align with the overall approach for the NYSDOL UI System Modernization initiative. This section provides information for appropriate Data Migration Program management considerations so that the necessary projects, personnel and processes can be planned and executed. 
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Data Migration End-to-end Process Flow
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[bookmark: _Ref299450051]Figure 10: Data Migration End-to-end process flow


Figure 10 depicts the key steps involved in a typical end-to-end process flow for Data Migration. These steps are representative of the Extract, Transform and Load activities which take place during the migration. 

A metadata repository along with Data Quality rules are employed to validate the initial data extracted from the source system. A Data Profiling process is used to identify data quality issues and provide quality reports so that the data can be corrected appropriately. A staging process is used to create intermediate data from the source for the purpose of validating and cleansing the extract data. Another staging process is used to create intermediate data for the purpose of transformation and applying inclusion / exclusion rules before loading into the target. 

The process depicts various reports such as Audit reports, Rejects and status reports obtained during various stages of the migration to help understand the success or failure of process steps and take corrective actions as required. 

[bookmark: _Toc306338860][bookmark: _Ref300653019]
Data Migration – Legacy Systems Assessment Process flow
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[bookmark: _Ref305485004]Figure 11: Data Migration – Legacy Data Assessment process flow

Figure 11 depicts the key steps during a typical Legacy Systems analysis activity during the Data Migration Process.
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Data Migration – Data Profiling Process Flow
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[bookmark: _Ref305485048]Figure 12: Data Migration – Data Profiling process flow


Figure 12 depicts the key steps during a typical Data Profiling activity during the Data Migration Process. Data Profiling checks data quality rules against large volumes of data and reports anomalies. Some simple examples of such data quality rules include:

· The data field is mandatory – there has to be a value in the field.
· The data field must have a value from only a set of valid values.
· The data in the data field should conform to a certain pattern of numbers and digits such as for social security number or phone number.
· The data field should have a certain data type such as numeric and range such as an employer rating value. 

Data quality rules can also be more complex such as:

· Relationship between records such as master-detail relationships.
· Relationship between data elements in a record such that some values are valid only if another data field contains a particular value. 

An assessment report is prepared and presented for further action at the end of the data profiling activity.






[bookmark: _Toc306338862]Data Migration Cleansing Process Flow
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[bookmark: _Ref299460551]Figure 13: Data Migration cleansing process flow


Figure 13 depicts the key steps during a typical Data cleansing activity during the Data Migration Process. Data cleansing needs could arise due to errors encountered during the Extract activities (e.g. situation wherein not all the required records are extracted), anomalies in the extracted data, errors during the Transformation activities, or due to errors during the Loading activities.

During the Error Detection activity a Data Cleansing analysis is performed to identify error conditions and provide a report based on the same. Other inputs to the Error Detection activity include the audit reports from the previous Extract, Transform, or Load operations, manual inputs, rejected data and error logs and manual inputs if applicable.

The Error Resolution Activity uses the Data Cleansing strategy to correct error conditions. The strategy is typically based on a combination of automatic and manual correction methods. Each approach is used where it is most suitable. 
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Data Migration Validation Process Flow
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[bookmark: _Ref299524232]Figure 14: Data Migration Validation process flow


Figure 14 depicts a typical Data Validation approach during the Data Migration Process. Validations can occur at various points in the process, some of which are outlined below:

· Check specific data fields if they contain only valid (in range) values. (Domain Value check)
· Check if required fields are missing values (Missing Data check)
· Check if data fields conform to their assigned data types. (Data Type check)
· Compare specific fields and records to other related fields and records, to confirm that they describe logical relationships as intended. (Business Rules Check)
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Data Migration Transformation Process Flow
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[bookmark: _Ref299544619]Figure 15: Data Migration Transformation process flow


Figure 15 depicts the Data Transformation step in the context of the Data Migration Process.  Data mapping rules are applied along with Data Cleansing rules on the extracted and validated data to produce a data set which is ready for loading onto the target system.


One or more of the following may be required, to prepare the data for the target system:

· Selecting only certain columns to load (or selecting null columns not to load). For example, if the source data has three columns (also called attributes) say gender, age, and salary then the extraction may take only gender and salary. Similarly, the extraction mechanism may ignore all those records where salary is not present (salary = null).
· Translating coded values (e.g. if the source system stores 1 for male and 2 for female, but the target stores M for male and F for female), this calls for automated data cleansing.
· Encoding free-form values (e.g. mapping "Male" to "1" and "Mr" to M)
· Deriving a new calculated value (e.g. sale_amount = qty * unit_price)
· Joining data from multiple sources (e.g. lookup, merge)
· Aggregation (for example, rollup — summarizing multiple rows of data — total sales for each store, and for each region, etc.)
· Generating surrogate-key values
· Transposing or pivoting (turning multiple columns into multiple rows or vice versa)
· Splitting a column into multiple columns (e.g. putting a comma-separated list specified as a string in one column as individual values in different columns)
· Disaggregation of repeating columns into a separate detail table (e.g. moving a series of addresses in one record into single addresses in a set of records in a linked address table)
· Applying any form of simple or complex data validation. If validation fails, it may result in a full, partial, or no rejection of the data, and thus none, some, or all the data are handed over to the next step, depending on the rule design and exception handling. Many of the above transformations may result in exceptions, for example, when a code translation parses an unknown code in the extracted data.

Error handling, auditing and security are important aspects and should be defined to encompass all stages of the migration. There is some flexibility available in the case of one time data migration in the sense that the process can be repeated if erroneous data is detected; no specific back-out procedures are required. However for periodic data migrations, procedures to back-out and reprocess the data must be defined as well. 
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Data Migration Reconciliation Process Flow
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[bookmark: _Ref299608900]Figure 16: Data Migration Reconciliation process flow


Figure 16 depicts the key activities of a Reconciliation process flow. Reconciliation takes place after every stage of the migration process and is conducted with inputs from validation outcomes and audit reports. 




[bookmark: _Toc306338866]Data Quality Management Considerations
Data Quality Management in the context of Data Migration refers to processes, procedures and methods to baseline, measure, improve and certify the quality and integrity of data for the sake of migration to a new system. 

Data Quality is about having data that is deemed as good enough for the new system to operate (‘fit for purpose’). Therefore each data element which forms part of the target data set has to be accurate within the context in which it is going to be used. Poor data quality can lead to unanticipated delays in making operational a new system.

It becomes difficult to delete or rollback certain data once it is loaded onto the new system and hence special care must be taken to analyse the quality of data in the source system and address issues before they turn into major show stoppers. As with Systems Development, catching potential error situations early should be a critical objective of the Data Migration effort. Even after the data migration initiative is completed successfully, many of the data quality processes, procedures, and methods put in place during the effort can be used to promote the monitoring of data quality and to ensure that quality standards continue to be met on a consistent basis. 

So what are some of the causes of poor data quality in the first place? Data quality is impacted by the various processes which impact the data during day-to-day business operations and can deteriorate over time if there are deviations from standard procedures. There are several scenarios which can lead to such a possibility. Typically, data gets added / updated or deleted from the data stores supporting an existing system through either a human interface or through a data integration step or an external interface. It is possible that some of this data is incorrect in the first place and is not caught by validation routines which are typically enforced during data intake. In some cases errors are introduced during the process of extracting and transforming the data to make it suitable for some other operation. High data volumes exacerbate such problems. Some data errors can be introduced by a mass update to suit a new business operation or alignment with another system, a database re-design which has been conducted quickly to introduce additional time critical business functionality, and other such ad-hoc activities. Lack of time and resources and lack of a metadata repository to understand data quality implications are common causes for why the procedures which impact data are not completed without errors being introduced. 

In some cases the data values start off by being accurate but eventually end up being incorrect or obsolete because the real world object they represent changed without a corresponding capture of the change in the data intake processes. Some data problems can be traced to a prior conversion effort wherein a transformation from the previous data structure to a new form of representation led to some aspects of data not being retained. For example consider a transition from a structure which stored the data in much detail to one which simply needs an aggregation for some aspects of the data. The code which performs the aggregation may have been incorrect or performed without full coverage of business rules which were applied against the previous data structure. For example, usage of certain codes in some situations and not in others, customized treatment of negative data values which was not indicated in the mapping document for the transition and such scenarios which means the mapping information was not in synch with the ground reality. 

Another typical situation is the lack of reliable metadata about the source of data. This introduces the possibility of some data codes or values not being accounted for during the migration process, leading to errors being discovered several weeks or months after the new system becomes operational. Errors which are not caught and fixed early during the conversion process tend to morph into other error situations and problems and can spread easily. Errors introduced by data aggregations and modifications carried out by transformation components are more difficult to identify and correct later on. Significant time spent on analyzing and profiling source data can promote good data quality and this aspect of data migration needs to be accorded high importance.

Sometimes a data conversion adds or updates data into a single new database from multiple source databases because consolidation is the intent. In such cases there might be possibilities of the same source data being available in more than one source database. This leads to a situation where in the conversion team has to pick and choose a data source to use in the case of such conflicts. For example, pick up claimant date of birth from System A if it exists or go to System B to get the information; pick up claimant date of birth from system C for all claimants who registered after January 1 of last year or go to System A to pick up the same, so on and so forth. Such conditional logic can get complicated in case of certain data elements and can lead to errors which are not caught for a long time. 

Sometimes the designs of forms which facilitate data intake into a system are complicated so much so that users find the easiest way to complete the form even it means deliberately specifying inaccurate data for the sake of quick completion. Similar is the situation where a user does not have the right value to be used for a particular data element at the time the form is being filled out. If ‘nil’ or ‘empty’ or ‘blank’ is not an allowed value for the data element, the user may use a meaningless value with the intent to correct it later on. The correction requirement is sometimes conveniently forgotten because of other high priority activities. Sometimes default values in a form are not changed by the user.  Therefore manual data entry remains a significant cause of data quality problems. 

Batch jobs are another source of data quality issues creeping into data stores. Since batch jobs typically feed in large volumes of data into the organization’s data stores, they can cause a great number of data quality problems especially since the window of opportunity to fix any errors due to bad data in the feed is small in relation to the volume of data. Typically batch jobs are well tested before deployment and causes of incidents should be low. However the source systems which originate the data in the feeds can change structurally over time due to updates and sometimes it is difficult to comprehensively test the impact of changes on all downstream databases which take the feed. Lack of regression testing mechanisms can exacerbate the problem of needing to perform a comprehensive test before the batch jobs are deployed with new changes. Sometimes the target databases do not take in source records with new data codes introduced because of changes to the source system because the routine which populates the target database has not been updated to deal with the new code values. The problem may remain undetected until a few days of batch processing have occurred. This leads to a situation where in the prior batch jobs have to be re-run with a specialised routine to make sure that only the records with the new data codes are considered for processing.  Similarly, erroneous data in the source feed can cause complicated problems once a batch job has processed the data because of some additional processing which takes place based on the new data. Consider the case of a source record which erroneously indicates that a claimant needs to be paid a benefit amount. Once a batch job introduces this record into the target system, additional processing may indicate to a Benefit Payment System to issue a check to the claimant. This leads to a situation where apart from correcting the situation on the technical level, an appropriate business process to treat the payment as an overpayment needs to be initiated and applied. 

In summary, bad data quality in source systems can result from several causes. Some of these causes are described above. To identify poor data quality we need to first identify and document the business rules regarding quality standards. 

Additionally, it is important to understand data lineage and the big picture of how data flows through different systems. For this we need an approach that is referred to as metadata management. Metadata means “data about data”. It is a collection of useful information regarding the attributes of any data artefact such as name, location, perceived value to the enterprise, and such. Metadata allows the labeling of data for standard interpretation, translation, and confidence during data migration. It is then possible for data transformation components to look-up the metadata associated with the proposed data set to accurately migrate the data. Proper metadata creation, management, and collaboration support the following functionalities:

1. Data transfer and transport: the proper identification of specific data transfer and transport for data exchanges.
2. Data exchange level: the process of transferring operational, transactional, and business data.
3. Data use: deals with data quality and authenticity/source.
4. Knowledge sharing and transfer.
5. Strategic knowledge creation and approval.
Appropriate Principles and Policies can be documented to provide a reference and to support the Data Migration initiative. In this connection the metadata policies based on the Dublin Core Metadata Principles, National Information Exchange Model guidelines (NIEM), the ISO/IEC 11179, and ISO 19115 and listed below can be used as a starting point and refined further based on Organization culture, dynamics, and requirements. 

1. Metadata will adhere to a one-to-one principle.
2. Metadata will adhere to the “keep it simple” principle. 
3. Metadata will have appropriate values. 
4. Metadata will contain at least three core elements (Audience, Provenance, and Rights Holder).
5. Metadata should be simple to create and maintain.
6. Metadata should leverage common understood semantics targeted to specific audience.
7. Metadata will enable easier exchange and transmission of data.
8. Metadata will be extensible. 
9. Metadata will target business, technical, and operational use with the proper ontology.
10. Metadata will have the appropriate level of granularity.
11. Metadata will need to be easily transformed to map across the NYSDOL UI System Modernization user community.
12. Metadata will be appropriately managed across the full data life cycle (Creation, Storage, Processing, Delivery, and Retirement).
13. Data Stewards will be responsible for defining the metadata and metadata lifecycle.  
14. Periodic review and audit of the data retention policy, requirements, and their implementation will be conducted by Data Management.  This includes both the general policy and its application to individual data assets (databases, interface files, message classes, and repositories).
To further aid with migration efforts it is suggested that a central metadata repository be created and maintained. The suggested central metadata repository will allow for consistent data views for NYSDOL (Business, Technical, and Operational). The metadata repository will be the single source for visibility in the run time environments for bulk data movement services and batch processes during migration executions. The proper use of the central metadata repository will help with analyzing and discerning data lineage. The lineage foundational elements are based on the following principles which Metadata can help with:

· Simplicity – elements need to be succinct in description and provide clarity in meaning.
· Choice – enable and encourage options for different business, technical, and operational interests.
· Physical realities – acknowledge and respect NYSDOL’s diverse demographics.
· Consistency – elements are not redundant and not in conflict with each other over time and state of the process or transaction.
By using Metadata to reflect data lineage, migration will be properly audited as well as reconciled against temporal issues. Having the metadata contained within a central repository will help during the migration process to understand inclusion, exclusion, keying, rejects, and data quality thresholds.

Establishing a Data Quality project early in the Data Migration initiative will promote attainment of high data quality standards. Appropriate activities to discover and assess the existing data should be initiated as a part of the Data Quality project. An important aspect is to identify the data that is within the scope of the Data Migration initiative and establish Data Stewards based on Subject Matter Expertise and logical grouping of data sets. For example, in the case of the UI System Modernization, data stewards can be appointed for the Employer, Benefits, and Appeals domains. The stewards can then help the Business and IT teams define data entities and attributes for the UI System Modernization initiative. For every entity, there should be a business definition (such as what the data is and why it is meaningful), a technical definition (field sizes, types, relationships, and hierarchies; expected data patterns or formats; and so on), and a quality definition that includes expected and acceptable values along with business rules and formatting rules. 
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Following are an initial set of Data Architecture Guiding Principles and policies to promote the consistent treatment of data while it is in a Data Migration environment. These can be further refined based on other Organization strategy guidelines.

Definition
· Data should not be ambiguously defined. 
· Data definitions should be stored in an easily accessible format.
· Data definitions should be agreed and documented before migration starts.
· Data should not be stored as duplicates across multiple operational systems.
· Data should be meaningful and representative of the business context it is used in.
· Data must be accurate, current, and complete for it to be acceptable.
· Resources should be re-useable where applicable

Security
· The sensitivity (confidentiality, security level, etc.) of data should be recorded.
· Data should be stored and secured on the minimum number of platforms.
· Access to data should be appropriate for the organizational area that the user operates in.
· Data should be treated according to its security level.
· Encrypted data should be decrypted before transfer, if possible, to assist reconciliation.

Access
· Access to data by any method, should be uniquely identifiable where appropriate.
· Data should be transported in an efficient and expedient manner, with the optimum number of transient areas. 



Policies
· Data must be owned by a business unit, and managed by a Data Steward.
· Systems being migrated which require changes while migration processes are in operation must be managed under change control.
· Data quality issues must be recorded and easily accessible
· All changes to data must be auditable.
· Metadata should be captured and maintained. The same should be easily accessible by team members.
· Data value shall not be corrected by directly accessing the target system during the cleansing process. 

Compliance
· Data transforms should not lead to conditions which may violate a local Data Protection law; e.g. by inadvertent Data Subject identification.

Procedures related
· Data files (including transient ones) should not be deleted until an entire migration process is complete, if possible.
· All migration processing must stop in the event of any failure, so that manual interrogation can occur before any recovery or rollback procedures are issued.


[bookmark: _Ref300669146][bookmark: _Ref300669163][bookmark: _Toc306338868]Migration Types, Frequency, and other considerations

The following sections document migration types and frequency considerations for the UI System Modernization. 
[bookmark: _Toc306338869]Migration Types

There are different ways in which the migration effort can be accomplished. The reference architecture depicted in Figure 1 can accommodate different types of migrations as well as different migration frequency considerations. Migration types can be classified into 4 major categories as listed below: 

· By functional area
In this case migration is carried out in phases, addressing each of the major functional areas. In the case of the UI System Modernization, the migration if carried out for Employer data, Benefits data, and Appeals data in turn would equate to this scenario.

· By applications
In this case, each of the legacy application and data supporting the functionality is migrated to a more modern architecture. For example, if the VSAM data in the UI legacy application is migrated to DB2 then the existing applications are modified to use DB2. Another type of migration by application is the case where each of the legacy applications providing the functionality (related to Employer, Benefits, Appeals) are themselves migrated to a modern architecture such as J2EE. 

· By subject areas
In this case, the migration is carried out by subject areas. For example in the UI System Modernization this would equate to splitting out subject areas such as Employer registration, rating, accounts receivable, collections, and such and migrating data required to support each of these subject areas in the new system.



· By data categories
In this case the emphasis of the migration is on the nature of data. There are 4 different major data categories as below:

· Master data
The most valuable information within an enterprise—the business-critical data about customers, products, materials, vendors, and accounts—is commonly known as master data. In the case of the UI System Modernization this would relate to information about Employers, claimants, service providers, accounting information, and such. 

· Transactional data
Transaction data describes an event. It has a time dimension (date and time when the event occurred), numerical values (what changed), and incorporates one or more reference data objects (master data objects). For example, a payment made to a beneficiary in the new UI System is an example of transaction data. 

· Operational data
Operational data constitutes a collection of data stores which together support the various business functionality of the organization on a day-to-day basis. 

· Analytical data
Analytical data is a collection of data sets over a large time dimension for the sake of analyzing business operations and draw inferences. For example data relating to case information over the last 7 years for the sake of analyzing trends and patterns can be considered as a form of analytical data. The data stored in data warehouses are also a form of analytical data.



[bookmark: _Toc306338870]Migration Frequency

The Reference Architecture depicted in Figure 1 supports different migration frequencies. Following are the considerations in this regard: 

· One time
For a majority of data migrations, the preferred migration frequency is a onetime migration of legacy data to the new system.

· Periodic
At times, a periodic migration to do a full synch between legacy and modernized environment can provide advantages in terms of better management of time windows available for migration activities, resources, and validation activities. For example, migrating yearly transaction data from the oldest to the newest in periodic increments is a typical consideration.


[bookmark: _Toc306338871]Co-existence considerations

Legacy and modernized systems need to coexist for some time so that users can validate between the two. Once validation occurs there would be a cutover. The time frame during which both systems will be kept operational needs to be analyzed and decided. Once there is a certain degree of confidence the legacy systems can be sunset. 



 


 
  
 




[bookmark: _Toc306338872]Program Management & Methodology Considerations

The Data Migration initiative needs an overall Program Management to oversee and guide the progress of various initiatives in this regard. The key purposes of Program Management are:

· to identify and document proper scope
· identify and empower stakeholders
· plan for and allocate sufficient resources 
· identify and escalate risks 
· Manage the various individual projects and overall effort.

Some of the key aspects of envisioning the Data Migration initiative and various considerations thereof are described in the following sections. The same can be used as reference and adopted as appropriate.

[bookmark: _Ref300728125][bookmark: _Toc306338873]Phases and Initiatives

A phased approach to Data Migration provides for separation of concerns with an ability to sequence the various activities and tasks to be performed. A roadmap can then be represented with a start indication and duration for various phases. Some phases can be implemented in parallel while some phases will need the completion of a prior phase before commencement. 

Here are some conceptual guidelines on the various phases that can be used to structure the activities and tasks for Data Migration.
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  Phase 0 – Detailed Project Planning for Data Migration 

Description

The focus of this initiative is as follows:

· To further define the scope for various Data Migrations phases. An initial outline of the required phases is provided as a part of this document. 

· To understand the complexity of the initiative and prioritize various activities.

· To outline the various individual projects that form the phases of the initiative and then detail out the plans, team members, and key activities. 

Business Value 

· Align the requirements, design, and development activities in a manner that the outputs of one phase provide detailed inputs for subsequent phases.  

· Help understand resource requirements and provide inputs for securing funding, resources, and management support. 


Time frame

TBD
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  Phase 1 – Legacy Systems Discovery and Analysis

Description

The focus of this initiative is as follows:

· Undertake a high-level assessment of source legacy systems for the sake of providing inputs for a strategy for Data Migration from legacy system to the new Unemployment Insurance system. 

· The initiative will help address the following questions:

· How will the data be extracted from the source systems?

· What must be done to the source data to cleanse it of bad data?

· What processes will be necessary to manage the quality of the data?

· How can we validate the source data?

· What actions need to be performed on the source data to transform it into the target data?

· How will data be prepared for loading / updating the target database?

Business Value 

· Help understand the scope of the Data Migration effort. This is especially important since the legacy Unemployment Insurance system at the NYSDOL uses VSAM, DB2, and Oracle and has evolved over the last 30 years. 

· Align the requirements, design, and development activities in a manner that the outputs of one phase provide detailed inputs for subsequent phases.  

· Help understand resource requirements and provide inputs for securing funding, resources, and management support. 


Approach

See process guidance 4.2.


Time frame

TBD


[bookmark: _Toc306338877][bookmark: _Toc306338878]  Phase 2 – Data Definition; Business definition and rules

Description

There is a huge volume of data residing on different systems at NYSDOL. The situation has been built over the years with many different teams working on many different initiatives. As is often the case, this leads to a situation where the data can assume a different meaning based on the context and the system on which it resides (non-standard business terminology). Such a situation can lead to failures and delays in Data Migration efforts simply because the context of the data required by the new system can be misinterpreted with regard to its location in source systems.  This leads to a need to achieve standard business definitions in order to provide the correct inputs to Data Migration initiatives. 

The focus of this initiative is as follows:

· Create standard definitions for business terms.
· Associate technical information such as table and column definitions with business definition.
· Associate source information such as VSAM file and record references with business definition.
· Document standard validation rules that can be applied with regard to the business term.

Business Value 

· Provides a starting point for information governance programs, including data stewardship, business term development, and business lineage for verification of source data.

· Empowers business users to get involved in validating data quality.

· Promotes understanding, trust, and confidence in information through business meaning and context.

· Facilitates the collaboration between business and technical users: data analysts, data modelers, BI and ETL developers, data stewards, business analysts, line of business managers.

· Align the requirements, design, and development activities in a manner that the outputs of one phase provide detailed inputs for subsequent phases.  

· Users can take ownership of business metadata thereby promoting stronger data governance. 

· Accountability and responsibility can be assigned to individuals based on subject matter expertise promoting better data governance.

· Improved productivity.

· Increased collaboration between team members.

· Greater trust in information.


Approach

TBD


Time frame

[bookmark: _Toc306338879]TBD


  Phase 3 – Data Profiling, Assessment, and Correction

Description

Data Profiling is a way to inspect large volumes of data to understand anomalies and to assess data quality. Data Profiling also helps discover, register, and assess metadata. Thus the purpose of data profiling is both to validate metadata when it is available and to discover metadata when it is not. Data Profiling is used both strategically, to determine suitability of the candidate source systems for Data Migration purposes and tactically, to identify problems for later solution design, and to set sponsors’ expectations regarding the complexity and duration of Data Migration initiatives. Typically, using tools to discover potential data quality rules or validating stated data quality rules against the data are both tasks that fall under Data Profiling.

The focus of this initiative is as follows:

· Find out the suitability of data in existing source systems for Data Migration.

· Collect statistics and information about the data in the source systems.

· Get metrics on data quality, including whether the data conforms to a particular standard or pattern.

· Understand data challenges early in the project lifecycle so that late project surprises are avoided. 

· Empower business users to get involved in validating data quality.

Business Value 

· [bookmark: OLE_LINK3]Finding data problems and issues early in the project lifecycle can help avoid delays and cost overruns. The early detection of data quality problems leads to better business decisions and eliminates a lot of rework and frustration of having to “massage” the data to make it suitable for the target and/or reporting systems.

· By understanding at an early stage whether the correct data is available at the right level of granularity helps data anomalies surface early so that they may be addressed appropriately, thereby promoting productivity gains.

· Helps shorten the implementation cycle of Data Migration projects. 

· Improves understanding of data for users.

· Helps uncover business meaning embedded in the data itself.
 
Tools 

Modern day data profiling tools can help by generating a lot of useful metadata about the condition of data and how well it meets the specified data quality rules and requirements, so as to be suitable for loading into target systems. These tools often integrate with the Extract Transform Load (ETL) metadata (typically out-of-the-box if the toolsets are from the same vendor); enabling the ETL tools to enforce data quality during the load of data onto target systems. This provides efficiencies and productivity gains during the end-to-end data migration process.


Approach

See process guidance 4.2.


Time frame

TBD

[bookmark: _Toc306338880]

  Phase 4 – Data Migration (Extract, Transform, Load) – Technical Prototype

Description

An Extract, Transform, and Load initiative can be carried out in different ways using different approaches. The UI Modernization project at NYSDOL is focused on creating modern systems for UI and in the process replaces legacy systems, some of which have been in operation for 30+ years. Because of this, it is important to understand the strengths, constraints, challenges, and risks involved in using the chosen technology for Data Migration. A technical prototype will help uncover various issues and challenges and provide input for risk mitigation. 

The focus of this initiative is as follows:

· To develop a technical prototype with the target platform and chosen technology.

Business Value 

· Understand issues and challenges that may be faced while using the chosen technology for Extract, Transform, and Load activities.

· Understand possible risks. Based on this information, various mitigation approaches can be considered.

· By understanding the strengths and weakness of the chosen technology at an early stage with respect to the legacy data situation at NYSDOL, issues which can derail the migration effort may surface early, thereby mitigating the possibility of cost and time overruns. 

· Helps shorten the implementation time of Data Migration efforts by helping understand the best way in which the chosen tools can be used to execute the Extract, Transform, Load step of the Data Migration initiative. 


Approach

A very small subset of the overall functionality of the UI System Modernization is to be chosen for this initiative and the appropriate Architecture components designed, developed, integrated, and tested for the same. The functionality can then be tested to see if it works appropriately with the migrated legacy data.


Time frame

TBD
[bookmark: _Toc306338881][bookmark: OLE_LINK8][bookmark: OLE_LINK9]
  Phase 4A – 4Z – Data Migration (Extract, Transform, Load) 

Description

[bookmark: OLE_LINK4][bookmark: OLE_LINK7]This phase includes the execution of one or more Extract, Transform, and Load (ETL) initiatives for Data Migration from the source to the target systems. The actual number of initiatives depends on the Architecture Decision relating to Data Migration type and other aspects (Refer to section 7 Migration Types, Frequency, and other considerations)

The focus of the initiative is as follows:

· As the term implies, this initiative includes activities which produce an extract of the data from the source system(s), transform the data in a manner required by the target system, and then load the data into the target system.

Business Value 

· Provides the data necessary for the new target system to provide business functionality. 


Approach

See 3 Data Migration Reference Architecture.
See process guidance 4.1 Data Migration End-to-end Process Flow.


Time frame

TBD


[bookmark: _Toc306338883]Roles and Responsibilities

Following are the Data Migration Roles and Responsibilities

	Data Migration Role
	Data Migration Responsibilities

	Business sponsor

	The Business sponsor is a senior manager in the organization who has overall responsibility for the project. The Business sponsor removes organization and business obstacles for the project.

The Business sponsor is responsible for the following:

· Approve Project charter.
· Validate Project completion criteria.
· Review and address Project risks in a timely manner as needed. 
· Commit organization business resources for the project.
· Approve project plans.
· Approve project expenditure.
· Manage project scope through change control process and procedures.
· Resolve escalated issues. 
· Escalate issues that need to be resolved by Executive Business Sponsor.
· Communicate project progress and status to Executive Business Sponsor.

	Business User
	The Business users provide inputs for the following:
· Data cleansing.
· Migration testing.
· Data mapping and migration business rule approval.
· Maintain Business Vocabulary in the area of their expertise.
In addition, the Business users perform the following:
· Final approval and signoff.
· Sourcing and management of additional staff to assist migration data cleansing.

	Business Analyst 


	The Business Analyst is knowledgeable of the service provided by the Department (subject matter expertise) and interfaces with the technical staff, addressing the business requirements for the project.

The Business Analyst is responsible for the following:

· Define, document, and prioritize business requirements as applicable for Data Migration.
· Understand and interpret process models.
· Understand and interpret Use Cases.
· Understand and interpret non-functional requirements.
· Define and document data elements and their validation rules.
· Define and document Business Rules as related to Data Migration.
· Provide review of User Acceptance Test plans.
· Report status to project manager. 
· Identify risks and escalate the same to management.
· Maintain Business Vocabulary.

	Data Analyst



	A Data Analyst has knowledge of technology (systems / applications / database) and its application for storing and using data. He or she understands data structures, relationships, data models, information models, data standards, metadata, and how data requirements transform into model constructs. He or she understands industry standard languages such as SQL and XML and best practices for data store design (normalization, abstraction, etc.).

A Data Analyst works closely with a Business Analysts and is responsible for the following:

· Data validation rules.
· Data profiling.
· Data Mapping.
· Help with updating Business Glossary.

	Test Analyst
	The Test Analyst role identifies and defines the required tests, performs and provides inputs about testing progress and results in each test cycle, and evaluates the overall quality of the solution in progress. The Test Analyst represents the needs and interests of the business stakeholders in ensuring that the solution addresses the requirements of the project and meets success criteria.

The Test Analyst is responsible for the following:

· Test planning and management.
· Test scenarios.
· Test cases.
· Test data.
· Perform functional and non-functional (usability, performance, security, etc.) testing.
· Review and validate Test results.
· Identify and log defects and issues.
· Trigger change management procedure as required.
· Validate readiness for User Acceptance Testing.

	Database Administrator



	The Database Administrator maintains the relational databases required to support application data requirements.

The Database Administrator is responsible for the following:

· Develop, test, and manage backup and recovery plans.
· Perform backups, restores, and recoveries as required.
· Assist with identification and implementation of data administration and database management best practices.
· Controlling access, permission, and privileges to databases.
· Ensure database integrity and security.
· Design and development of strategies for monitoring and improving database performance.
· Capacity planning for future expansion requirements.
· Plan, coordinate, and implement security measures to safeguard databases. 

	Enterprise Architect
	The Enterprise Architect establishes Architecture guidelines and standards for the application and infrastructure related to the project. The Enterprise Architect provides guidance and support for Architecture activities and enforces adherence to standards and guidelines.

The Enterprise Architect is responsible for the following:

· Define Reference Architecture to be used by the project / application. Establish Architecture principles, policies, standards, and guidelines.
· Ensure compliance to Architecture standards and guidelines.
· Establish and monitor Governance check points.
· Define the Operational Model for the infrastructure requirements of the project considering the functional and non-functional requirements (performance, availability, security, capacity, reliability, and systems management aspects).
· Provide ongoing Architecture consulting and expertise to project teams.
· Manage technical risks and issues.
· Work with IT Infrastructure support group to coordinate infrastructure architecture with application and data architecture.
· Architecture Overview.
· Architecture Decisions.

	Data Architect / Information Architect



	The Data/Information Architect drives the definition, design, and implementation of an enterprise wide data management vision and strategy.  This strategy should include the development of data architecture by promoting data management principles, processes, and standards across the organization. The management principles employed should help to maximize the usefulness, availability, and quality of data.  Data Architects often play the role of liaison between business analysts and developer staff, and developer staff and Database Administrators.
The Data Architect understands the architecture for the business area / applications within the project, in this case Unemployment Insurance (UI). The Data Architect understands the nature of the information management application for UI and how to apply data given this context.
The Data Architect works with the Lead Application Architects in the design of data structures and related development needed to support the initiative. The Data Architect is responsible for the following:
· Logical Data Model design.
· Physical Data Model design.
· Create, update, and maintain databases / physical data models required for the application.
· Create / Maintain data entity and attribute definitions.
· Data Integration Components.
· Data Mapping and transformation.
· Plan for Data migration between legacy systems and new systems.
· Identify candidates for performing extraction, transformations, and load.
· Use knowledge about database design and related tools to create database definitions for the project. Build and maintain physical database structures from logical data models.
· Controlling access, permission, and privileges to databases.


	Application Architect

	The Application Architect creates solution architectures based on the Reference Architecture. He or she performs the detailed design and oversees build of solution requirements.

The Application Architect is responsible for the following:

· Design Specifications as applicable.
· Participate in design reviews.

	Integration Architect

	The Integration Architect works with the domain Application Architect to address design requirements and specifications for integrating cross-domain components.

The Integration Architect is responsible for the following:

· Support integration planning.
· Coordinate cross-domain integration requirements.
· Apply knowledge of integration technology to address integration problems with appropriate solution.
· Write Extract, Transform, and Load jobs.

	Application Developer


	The Application Developer takes design specifications and develops application code and executables for deployment.

The Application Developer is responsible for the following:

· Develop Application source code as per design specifications.
· Develop Application code executables. 
· Perform unit testing on developed code.
· Perform and/or participate in integration testing.
· Participate in testing activities as required.
· Correct application to eliminate defects found during test cycles.
· Comply with coding standards, guidelines, and best practices.

	Business Glossary Administrator
	A Business Glossary Administrator is responsible for the following:

· Customize the Business Glossary overview page. 
· Set application options; designate users and groups as stewards.
· Modify steward relationship for a user / group as required.
· Create, edit, or delete custom attributes.
· Edit and delete annotations as appropriate.
· Maintain terms and categories as appropriate.


[bookmark: _Toc306338885]
Methodology

Agile software development methodology is a highly collaborative, disciplined, quality-focused approach to software development, whereby potentially shippable working software is produced at regular intervals for review and course correction.
This is the preferred method for a Data Migration project of this scope as it provides small iterative successes that can be used to build the completed task.
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